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## Data model: annotated relations

- Relational data model: data decomposed into relations (sets or multisets of tuples), with labeled attributes...

| name | position | city |
| :--- | :--- | :--- |
| John | Director | New York |
| Paul | Janitor | New York |
| Dave | Analyst | Paris |
| Ellen | Field agent | Berlin |
| Magdalen | Double agent | Paris |
| Nancy | HR director | Paris |
| Susan | Analyst | Berlin |

## Data model: annotated relations

- Relational data model: data decomposed into relations (sets or multisets of tuples), with labeled attributes...
- ... with an extra provenance annotation for each tuple (think of it first as a tuple id)

| name | position | city | prov |
| :--- | :--- | :--- | :---: |
| John | Director | New York | $x_{1}$ |
| Paul | Janitor | New York | $x_{2}$ |
| Dave | Analyst | Paris | $x_{3}$ |
| Ellen | Field agent | Berlin | $x_{4}$ |
| Magdalen | Double agent | Paris | $x_{5}$ |
| Nancy | HR director | Paris | $x_{6}$ |
| Susan | Analyst | Berlin | $x_{7}$ |

## Queries

- A query is an arbitrary function that maps databases over a fixed database schema $\mathcal{D}$ to relations over some relational schema $\mathcal{R}$
- The query does not consider or produce any provenance annotations; we will give semantics for the provenance annotations of the output, based on that of the input
- In practice, one often restricts to specific query languages:
- Monadic-Second Order logic (MSO)
- First-Order logic (FO) or the relational algebra, or fragments thereof (such as UCQs, i.e., the positive relational algebra)
- SQL with aggregate functions
- etc.

Boolean provenance [Imieliński and Lipski, 1984]

- $\mathcal{X}=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ finite set of Boolean events
- Provenance annotation: Boolean function over $\mathcal{X}$, i.e., a function of the form: $(\mathcal{X} \rightarrow\{\perp, \top\}) \rightarrow\{\perp, \top\}$
- Interpretation: possible-world semantics
- every valuation $\nu: \mathcal{X} \rightarrow\{\perp, \top\}$ denotes a possible world of the database
- the provenance of a tuple on $\nu$ evaluates to $\perp$ or $T$ depending whether this tuple exists in that possible world
- for example, if every tuple of a database is annotated with the indicator function of a distinct Boolean event, the set of possible worlds is the set of all subdatabases


## Example of possible worlds

| name | position | city | prov |
| :--- | :--- | :--- | :---: |
| John | Director | New York | $x_{1}$ |
| Paul | Janitor | New York | $x_{2}$ |
| Dave | Analyst | Paris | $x_{3}$ |
| Ellen | Field agent | Berlin | $x_{4}$ |
| Magdalen | Double agent | Paris | $x_{5}$ |
| Nancy | HR director | Paris | $x_{6}$ |
| Susan | Analyst | Berlin | $x_{7}$ |

$$
\nu: \begin{array}{ccccccc} 
& x_{1} & x_{2} & x_{3} & x_{4} & x_{5} & x_{6} \\
x_{7} \\
\top & \top & \top & \top & \top & \top & \top
\end{array}
$$
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| :--- | :--- | :--- | :---: |
| John | Director | New York | $x_{1}$ |
| Dave | Analyst | Paris | $x_{3}$ |
| Magdalen | Double agent | Paris | $x_{5}$ |
| Susan | Analyst | Berlin | $x_{7}$ |

$$
\begin{array}{cccccccc}
\nu: & x_{1} & x_{2} & x_{3} & x_{4} & x_{5} & x_{6} & x_{7} \\
\top & \perp & \top & \perp & \top & \perp & \top
\end{array}
$$

## Boolean provenance of query results

- $\nu(D)$ : the subdatabase of $D$ where all tuples whose provenance annotation evaluates to $\perp$ by $\nu$ are removed
- The Boolean provenance $\operatorname{prov}_{q, D}(t)$ of tuple $t \in q(D)$ is the function:

$$
\nu \mapsto\left\{\begin{array}{l}
\top \text { if } t \in q(\nu(D)) \\
\perp \text { otherwise }
\end{array}\right.
$$

Example (What cities are in the table?)

| name | position | city | prov |
| :--- | :--- | :--- | :---: |
| John | Director | New York | $x_{1}$ |
| Paul | Janitor | New York | $x_{2}$ |
| Dave | Analyst | Paris | $x_{3}$ |
| Ellen | Field agent | Berlin | $x_{4}$ |
| Magdalen | Double agent | Paris | $x_{5}$ |
| Nancy | HR director | Paris | $x_{6}$ |
| Susan | Analyst | Berlin | $x_{7}$ |


| city | prov |
| :--- | :---: |
| New York | $x_{1} \vee x_{2}$ |
| Paris | $x_{3} \vee x_{5} \vee x_{6}$ |
| Berlin | $x_{4} \vee x_{7}$ |

## Computing Boolean provenance

Theorem ([Imieliński and Lipski, 1984], Folklore)
Computing the provenance of Boolean query results for first-order queries ( $=$ the relational algebra, core of SQL) as Boolean functions is always possible and can be done in PTIME.

Proof.
Each operator of the relational algebra transforms into an operation on provenance: e.g., $\wedge$ for cross products or joins, $\vee$ for duplicate elimination, $\wedge$ for difference...

## Beyond Boolean provenance

- Can generalize Boolean provenance to arbitrary semiring provenance [Green and Tannen, 2006], that captures more detail about query evaluation than what Boolean provenance does
- For non-monotone queries, need for semirings with monus [Geerts and Poggi, 2010], though the theory is not as clean as with regular semirings [Amsterdamer et al., 2011a]
- Possible to also give a semantics to the provenance of aggregate queries, but need to introduce an algebraic structure at the value level (provenance semimodules [Amsterdamer et al., 2011b])
- Also works for queries with recursion such as Datalog [Green and Tannen, 2006, Deutch et al., 2014] though only for some semirings [Ramusat, 2022]
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## Provenance representations matter

- So far, we have shown Boolean provenance as Boolean formulas, with no constraints on the shape of the formula
- May not be the most compact representation
- May not be the most convenient representation for implementing provenance support in a database system
- May not be the most efficient representation to perform further computations from the provenance


## Provenance formulas

- Quite straightforward
- Formalism used in most of the provenance literature
- PTIME data complexity
- Expanding formulas (e.g., computing a DNF or CNF representation of the provenance) can result in an exponential blowup

Example
Is there a city with both an analyst and an agent, and if Paris is such a city, is there a director in the agency?

$$
\left(\left(x_{3} \wedge x_{5}\right) \vee\left(x_{4} \wedge x_{7}\right)\right) \wedge\left(\left(x_{3} \wedge x_{5}\right) \wedge x_{1}\right)
$$

## Provenance circuits [Deutch et al., 2014, Amarilli et al., 2015]

- Use Boolean circuits to represent provenance
- Every time an operation reuses a previously computed result, link to the previously created circuit gate
- Allow linear-time data complexity of provenance computation when restricted to bounded-treewidth databases [Amarilli et al., 2015], for arbitrary MSO queries
- Formulas can be quadratically larger than provenance circuits for MSO formulas, (log log)-larger for positive relational algebra queries [Wegener, 1987, Amarilli et al., 2016]


## Example provenance circuit



## OBDDs and d-Ds

- Various subclasses of Boolean circuits commonly used [Darwiche and Marquis, 2002]:

OBDD: Ordered Binary Decision Diagrams [Bryant, 1986]
d-D: deterministic ( $=\vee$ children are mutually exclusive) Decomposable ( $=\wedge$ children are on disjoint variables) circuits

- OBDDs can be obtained in PTIME data complexity on bounded-treewidth databases [Amarilli et al., 2016]
- d-Ds can be obtained in linear-time data complexity on bounded-treewidth databases [Amarilli et al., 2016]
- d-Ds can be obtained in polynomial-time for some monotone first-order queries on arbitrary databases [Monet, 2020]
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## Probabilistic databases [Green and Tannen, 2006, Suciu et al., 2011]

- Tuple-independent database: each tuple $t$ in a database is annotated with independent probability $\operatorname{Pr}(t)$ of existing
- Probability of a possible world $D^{\prime} \subseteq D$ :

$$
\operatorname{Pr}\left(D^{\prime}\right)=\prod_{t \in D^{\prime}} \operatorname{Pr}(t) \times \prod_{t \in D^{\prime} \backslash D}\left(1-\operatorname{Pr}\left(t^{\prime}\right)\right)
$$

- Probability of a tuple for a query $q$ over $D$ :

$$
\operatorname{Pr}(t \in q(D))=\sum_{t \in q\left(D^{\prime}\right)}^{D^{\prime} \subseteq D} \operatorname{Pr}\left(D^{\prime}\right)
$$

- If $\operatorname{Pr}\left(x_{i}\right):=\operatorname{Pr}\left(x_{i}\right)$ where $x_{i}$ is the provenance annotation of tuple $x_{i}$ then $\operatorname{Pr}(t \in q(D))=\operatorname{Pr}\left(\operatorname{prov}_{q, D}(t)\right)$
- Computing the probability of a query in probabilistic databases thus amounts to computing Boolean provenance, and then computing the probability of a Boolean function
- Also works for more complex probabilistic models


## Example of probability computation

| name | position | city | prov | prob |
| :--- | :--- | :--- | :---: | :---: |
| John | Director | New York | $x_{1}$ | 0.5 |
| Paul | Janitor | New York | $x_{2}$ | 0.7 |
| Dave | Analyst | Paris | $x_{3}$ | 0.3 |
| Ellen | Field agent | Berlin | $x_{4}$ | 0.2 |
| Magdalen | Double agent | Paris | $x_{5}$ | 1.0 |
| Nancy | HR director | Paris | $x_{6}$ | 0.8 |
| Susan | Analyst | Berlin | $x_{7}$ | 0.2 |


| city | prov |
| :--- | :---: |
| New York | $x_{1} \vee x_{2}$ |
| Paris | $x_{3} \vee x_{5} \vee x_{6}$ |
| Berlin | $x_{4} \vee x_{7}$ |

## Example of probability computation

| name | position | city | prov | prob |
| :--- | :--- | :--- | :---: | :---: |
| John | Director | New York | $x_{1}$ | 0.5 |
| Paul | Janitor | New York | $x_{2}$ | 0.7 |
| Dave | Analyst | Paris | $x_{3}$ | 0.3 |
| Ellen | Field agent | Berlin | $x_{4}$ | 0.2 |
| Magdalen | Double agent | Paris | $x_{5}$ | 1.0 |
| Nancy | HR director | Paris | $x_{6}$ | 0.8 |
| Susan | Analyst | Berlin | $x_{7}$ | 0.2 |


| city | prov | prob |
| :--- | :---: | :---: |
| New York | $x_{1} \vee x_{2}$ | $1-(1-0.5) \times(1-0.7)=0.85$ |
| Paris | $x_{3} \vee x_{5} \vee x_{6}$ |  |
| Berlin | $x_{4} \vee x_{7}$ | $1-(1-0.2) \times(1-0.2)=0.36$ |

## Complexity of probabilistic query evaluation

- Computing the probability of a query result (or of a Boolean function) is a \#P-hard problem (as hard as counting the number of accepting paths of a non-deterministic polynomial-time Turing machine)
- Dichotomy result for UCQs [Dalvi and Suciu, 2012]: there is a (PTIME) algorithm that, given a UCQ, decides whether probabilistic query evaluation of this UCQ is PTIME; if not, it is \#P-hard
- Computing the probability of an OBDD or a d-D representation is linear-time (ignoring the cost of arithmetic operations, PTIME otherwise)!
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- Power indices (Shapley, Banzhaf, etc.) [Laruelle, 1999]: reasonable ways to quantify the responsibility of an individual in a complex task (e.g., a variable in a Boolean function, a tuple in query evaluation)
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- Real data: marred with uncertainty, which may be represented by probability distributions


## Motivation

- Power indices (Shapley, Banzhaf, etc.) [Laruelle, 1999]: reasonable ways to quantify the responsibility of an individual in a complex task (e.g., a variable in a Boolean function, a tuple in query evaluation)
- Real data: marred with uncertainty, which may be represented by probability distributions
- But how to assess responsibility of data items when they are both uncertain and involved in a complex task?


## Shapley-Like Scores

- $V$ : finite set of Boolean variables
- $\varphi: 2^{V} \rightarrow\{0,1\}$ Boolean function over $V$
- $c: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{Q}$ : coefficient function (assumed to have PTIME evaluation when input in unary)
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## Shapley-Like Scores

- $V$ : finite set of Boolean variables
- $\varphi: 2^{V} \rightarrow\{0,1\}$ Boolean function over $V$
- $c: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{Q}:$ coefficient function (assumed to have PTIME evaluation when input in unary)
$\operatorname{Score}_{c}(\varphi, V, x) \stackrel{\text { def }}{=} \sum_{E \subseteq V \backslash\{x\}} c(|V|,|E|) \times[\varphi(E \cup\{x\})-\varphi(E)]$.

Example

- $c_{\text {Shapley }}(k, \ell) \stackrel{\text { def }}{=} \frac{\ell!(k-l-1)!}{k!}=\binom{k-1}{l}^{-1} k^{-1}$ : Shapley value [Shapley et al., 1953]
- $c_{\text {Banzhaf }}(k, \ell) \stackrel{\text { def }}{=}$ 1: Banzhaf value [Banzhaf III, 1964]
- $c_{\mathrm{PB}}(k, \ell) \stackrel{\text { def }}{=} 2^{-k+1}$ : Penrose-Banzhaf power [Kirsch and Langner, 2010]
- Product distribution on Boolean variables, $\operatorname{Pr}(x) \in[0,1]$ for $x \in V$ (i.e., every Boolean variable is assumed to be independent)
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## Probabilistic Setting

- Product distribution on Boolean variables, $\operatorname{Pr}(x) \in[0,1]$ for $x \in V$ (i.e., every Boolean variable is assumed to be independent)
- For $Z \subseteq V$,
$\operatorname{Pr}(Z) \stackrel{\text { def }}{=}\left(\prod_{x \in Z} \operatorname{Pr}(x)\right) \times\left(\prod_{x \in V \backslash Z}(1-\operatorname{Pr}(x))\right)$
- $\operatorname{Pr}(\varphi) \stackrel{\text { def }}{=} \sum_{z \subseteq V} \operatorname{Pr}(Z) \varphi(Z)$ : the probability of the Boolean function $\varphi$ to be true, aka, the expected value of the Boolean function
- $\operatorname{EScore}_{c}(\varphi, x) \stackrel{\text { def }}{=} \sum_{\substack{z \subset V \\ x \in Z}}\left(\operatorname{Pr}(Z) \times \operatorname{Score}_{c}(\varphi, Z, x)\right)$ the expected score of $x$ for $\varphi$


## Problems studied

We consider classes of representations of Boolean functions, e.g., Boolean circuits, d-D circuits. We assume $\varphi(\emptyset)$ to be computable in PTIME.

- $\operatorname{EV}(\mathcal{F}): \varphi \in \mathcal{F} \mapsto \operatorname{Pr}(\varphi)$
- $\operatorname{Score}_{c}(\mathcal{F}):(\varphi \in \mathcal{F}, x \in V) \mapsto \operatorname{Score}_{c}(\varphi, V, x)$ for some coefficient function $c$
- $\operatorname{EScore}_{c}(\mathcal{F}):(\varphi \in \mathcal{F}, x \in V) \mapsto \operatorname{EScore}_{c}(\varphi, x)$

We look for the complexity of these problem and for (Turing) polynomial-time reductions between problems, denoted $A \leqslant \mathrm{p} B$, for class of Boolean functions (and $A \equiv \mathrm{p} B$ for two-way reductions).
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- Score $_{c_{\text {Banzhaf }}}(\mathrm{d}-\mathrm{D})$ is PTIME [Abramovich et al., 2023]
- $\operatorname{Score}_{c}(\mathcal{F}) \leqslant p \operatorname{EScore}_{c}(\mathcal{F})$ for any $\mathcal{F}, c$ : just compute EScore $_{c}$ with all probabilities set to 1
- Score $_{\text {CShapley }}(\mathcal{F}) \equiv \mathrm{EV}(\mathcal{F})$ for any class $\mathcal{F}$ closed under $\vee$-substitutions [Kara et al., 2023] and when probabilities are uniform (unweighted model counting)
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## Recent results [Karmakar et al., 2024]

## Theorem

- $\operatorname{EScore}_{c}(\mathcal{F}) \leqslant p \operatorname{EV}(\mathcal{F})$ for any $\mathcal{F}, c$
- $\operatorname{EScore}_{\text {chhapley }}(\mathcal{F}) \equiv \mathrm{E} \operatorname{EV}(\mathcal{F})$ for any $\mathcal{F}$
- $\operatorname{EScore}_{c_{\text {Banzhaf }}}(\mathcal{F}) \equiv \mathrm{p} \operatorname{EV}(\mathcal{F})$ for any $\mathcal{F}$ closed under conditioning and also closed under either conjunctions or disjunctions with fresh variables (e.g., d-Ds)

Proof techniques: inverting expected values and sums, decomposing sums by size of sets, polynomial interpolation
$\Rightarrow$ the tractability landscape of EScore $_{c_{\text {Shapley }}}$ (and EScore ${ }_{c_{\text {Banzhaf }}}$ under a mild condition) is exactly the same as that of EV

## Expected Power Indices in Probabilistic Databases

- TID database, Boolean query $q$ in some query language
- Define Score $_{c}$, EScore $_{c}$ of a tuple for a query as Score $_{c}$, $\mathrm{EScore}_{c}$ of the Boolean provenance of the query over the database
- We compare to PQE (Probabilistic Query Evaluation, i.e., computing the probability of a Boolean query)
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## Expected Power Indices in Probabilistic Databases

- TID database, Boolean query $q$ in some query language
- Define Score $_{c}$, EScore $_{c}$ of a tuple for a query as Score $_{c}$, $\mathrm{EScore}_{c}$ of the Boolean provenance of the query over the database
- We compare to PQE (Probabilistic Query Evaluation, i.e., computing the probability of a Boolean query)


## Theorem

- $\mathrm{EScore}_{c}(q) \leqslant \mathrm{PQE}(q)$ for any $c$, query $q$ (whatever the query language!)
 query language!)
$\Rightarrow$ We inherit all tractability and intractability results for PQE, e.g., dichotomy for UCQs [Dalvi and Suciu, 2012] or queries closed under homomorphisms [Amarilli, 2023]


## Example computation of (expected) Shapley value

Query: there exists a city with at least two persons.

| name | city | Shapley value | prob | Exp. Shapley value |
| :--- | :--- | :---: | :---: | :---: |
| John | New York | 0.114 | 0.5 | 0.090 |
| Paul | New York | 0.114 | 0.7 | 0.090 |
| Dave | Paris | 0.181 | 0.3 | 0.095 |
| Ellen | Berlin | 0.114 | 0.2 | 0.009 |
| Magdalen | Paris | 0.181 | 1.0 | 0.322 |
| Nancy | Paris | 0.181 | 0.8 | 0.298 |
| Susan | Berlin | 0.114 | 0.2 | 0.009 |

# Outline 

## Who am I?

Boolean Provenance

Representations

## Probabilistic Databases

Power Indices

Conclusion

## Main message

- Rich foundations of provenance management
- Connection to problems in logics, complexity theory, graph theory, algebra, knowledge compilation, game theory, etc.
- Representations matter, efficient representations are important
- Wide variety of applications are made possible by possible: probabilistic query evaluation, computation of power indices, but also enumeration of query results, sampling of results...
- Implementable! See https://github.com/PierreSenellart/provsql
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